Chapter 4

Bivariate Distributions

4.1 Distributions of Two Random Variables

In many practical cases it is desirable to take more than one measurement
of a random observation: (brief examples)

1. What is the relationship between the high school rank z and the ACT
score y of incoming college students? How to use these measurements
to predict the first-year college GPA z with a function z = v(z,y)?

2. The relationship between the running velocity x, running time y, and
heart rate z of a runner.

We begin with bivariate distributions for the discrete case. The contin-
uous case is essentially the same, but with integrals replacing summations.

Def. Let X and Y be two random variables defined on a discrete space. Let
S denote the two-dimensional space of X and Y. The function

f(x,y) :P(X:.%'7Y:y)

is called the joint probability mass function (joint p.m.f.) of X and Y
and has the following properties:

1. 0 < f(z,y) < L.
2. 32> flz,y) =1

(z,y)eS

3. P[(X,Y)e Al= > f(x,y), where ACS.
(z,y)€A
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Ex 1, p.180 (scanned file)

Def. Let X and Y have the joint p.m.f. f(xz,y) with space S.

1. The marginal p.m.f. of X is defined by

filr)=P(X =x) = Zf(a:,y), x € 51 (the x space),

where the summation is taken over all possible y values for given x.

2. The marginal p.m.f. of Y is defined by

fy) =P =y)=> f(x,y),  y€S, (they space),

where the summation is taken over all possible x values for given y.
3. The r.v.s X andY are independent iff for all (xz,y) € S,
PX=2zY=y) = P(X=x) P(Y =y),
or equivalently,

f(z,y) = fi(z)f2(y), (z,y) € S.

Otherwise, X and Y are said to be dependent.

Ex 2-4, p.181-183 (scanned file)

The histogram of a joint p.m.f. f(x,y) is sketched by drawing rect-
angle columns with bases on S. Each column is centered at some (x,y) € S,
with base a 1 x 1 unit square and height f(x,y).

Ex 5, p.183-18/ (scanned file)

Sometimes it is convenient to replace X and Y by X; and Xs.

Let r.v.s X1 and Xo have the joint p.m.f. f(x1,x2) defined on the space
S. Let u(Xy,X2) be a function of these two r.v.s. The mathematical
expectation or expected value of u(X1, X3) is

Elu(Xy,X)] = Z Z u(zy, x2) f(z1, 22).

(z1,x2)ES



4.1. DISTRIBUTIONS OF TWO RANDOM VARIABLES 45

1. Set uw(X1,X9) = X; for a fired i = 1,2. The mean/expected value
of X; is:
E[U(Xl,XQ)] = E(XZ> = .

2. Set v(X1, X2) = (X; — ps)? for a fized i = 1,2. The variance of X;
18:

Eu(X1, X2)] = B[(Xi — 1i)°] = 07 = Var(X;).

Ex 6, p.184 (scanned file)

For two random wvariables of continuous type, we simply replace joint
p.m.f. by joint probability density function (joint p.d.f.), and re-
place summations by integrals. Therefore, the joint p.d.f. f(z,y) of two
continuous-type r.v.s X and Y satisfies the following properties:

1. f(z,y) >0, and f(x,y) = 0 iff (z,y) is not in the space S of X and
Y.

2. [T [ f(w,y)dedy = 1.
3. P[(X,Y) € Al = [[f(z,y)dzdy, where {(X,Y) € A} is an event
A

defined in the plane.

Ex 7-8, p.185-186 (scanned file)

Two r.v.s X and 'Y of continuous type are independent iff

f(x,y) = fi(x) f2(y), (z,y) €5,

where f1(z) = P(X = x) is the marginal p.d.f. of X, and fa(y) = P(Y =y)
is the marginal p.d.f. of Y.

Return to two r.v.s of discrete type. The next example is an extension
of hypergeometric distribution:

Ex 9, p.187 (scanned file)
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We now extend binomial distribution to trinomaial distribution. Suppose
that in a trial there are three outcomes: perfect (with probability p1), seconds
(with probability ps), and defective (with probability ps =1 —p1 — pa). We
repeat the trials n independent times. Let X; (i = 1,2,3) denote the numbers
of each outcome in n trials. The probability that we get x1 perfects, xo
seconds, and n — x1 — xy defectives, is a trinomial p.m.f.

flz1,22) = P(X1=x1,X2=x2)

< : )
L1,T2, 10 — T1 — T2

n!
= ,p1 Y2 (1 —P1 —pZ)

n—z1—xy
x1lxal(n — 21 — x9)!

Clearly X1 and X9 are dependent.

Ex 10-11, p.188-189 (scanned file)

Homework
84.1 1, 8,5, 7,9, 11

Attachment: Scanned textbook pages of Section 4-1
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4.2 The Correlation Coefficient

Let X1, X5 be two r.v.s. The mathematical expectation of a function of two
r.v.s, say w(Xi, Xa), have been defined. In particular, the mean and variance
of X; are:

)

Now we study the mathematical expectations of some other special functions:

1. Set u(X1, X9) = (X1 — p1)(Xo — p2). The covariance of X and Xo

18

012 = COU(Xl,XQ) = E[U(Xl,XQ)] = E[(Xl — /,Ll)(XQ — /,LQ)]

2. The correlation coefficient of X; and X5 is

N CO'U(Xl,XQ) . 012

0102 o102

Ex 1, p.191 (scanned file)

Thm 4.1 (Properties of correlation coefficient p).

1. =1 < p < 1. Roughly speaking, p = 1 if X1 — p1 and Xo — us goes
proportionally in the same direction; p = —1 if X1 — p1 and Xo — po
goes proportionally in the opposite direction.

2. E(X1X2) = pip2 + poyos.

3. The least squares regression line of X; and Xs is the line through
(11, 12) with slope pg—f, that is,

T2 — M2 X1 — M1

02 01

It is the “best fit” line of the bivariate distribution. That is, the line
Ty = a + bxy such that E[(Xy — a — bX1)?] is minimal.

Ex 2-3, p.194-195 (scanned file)

Homework
84.2 1, 3,7 11

Attachment: Scanned textbook pages of Section /-2
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4.3 Conditional Distributions

Let X and Y have joint discrete distribution with
e joint p.m.f. f(z,y) on space S,
e marginal p.m.f. fi(xz) on space Si,
e marginal p.m.f. fa(y) on space Ss.
The conditional probability of event {X = x} given {Y =y} is

CP(ANB)  fla.y)
@B ="5G) =~ %y

Def. The conditional p.m.f. of X, given that Y =y, is

~ fla,y)
g(zly) = )

provided that fa(y) > 0.

The conditional p.m.f. of Y, given that X = x, is

hole) = S50,

provided that fi(z) > 0.

The conditional p.m.f.s g(x|y) and h(y|z) work like the p.m.f.s of one
r.0.

Ex 1, p.197 (scanned file)

Def. The conditional mean of Y, given that X = x, is

pyle = E(Y|x) = th y|z).

The conditional variance of Y, given that X =z, is

a,%m, E{[Y — E(Y|2))?| 2}
= Z[y—E(Ylw)} h(y|z)

= B(Y?2) - [E(V]2).

Ex 2-4, p.199-202 (scanned file)
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Conditional distributions are similarly defined for continuous r.v.s.

Ex 5, p.202 (scanned file)

Homework
84.3 1,7, 9, 11, 13, 19

Attachment: Scanned textbook pages of Section 4-3
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