Let $m \in \mathbb{Z}^+$ be given. For any $\varepsilon > 0$ we construct a function $f^{(\varepsilon)}$ having the following properties: (a) $f^{(\varepsilon)}$ has support in $[-\varepsilon, 1+\varepsilon]$. (b) $f^{(\varepsilon)} \in C^m(-\infty, \infty)$. (c) If $h$ denotes the Haar function and $0 < \delta < \infty$, then $\|f^{(\varepsilon)} - h\|_{L^2(\mathbb{R})} \leq (1 + 2^\delta)^{1/\delta}(2\varepsilon)^{1/\delta}$. (d) $f^{(\varepsilon)}$ generates an affine Riesz basis whose frame bounds (which are given explicitly) converge to 1 as $\varepsilon \to 0$.

Let $\mathcal{H}$ be a Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \| := \langle \cdot, \cdot \rangle^{1/2}$. Let $\mathbb{Z}^+$ denote the natural numbers. A sequence $\{f_n, n \in \mathbb{Z}^+\} \subset \mathcal{H}$ is called a frame if there are constants $A$ and $B$ such that for every $f \in \mathcal{H}$,

$$A\|f\|^2 \leq \sum_{n \in \mathbb{Z}^+} |\langle f, f_n \rangle|^2 \leq B\|f\|^2.$$  

The constants $A$ and $B$ are called bounds of the frame. If only the right-hand inequality is satisfied for all $f \in \mathcal{H}$, then $\{f_n, n \in \mathbb{Z}^+\}$ is called a Bessel sequence with bound $B$. A frame is called exact, or a Riesz basis, if upon the removal of any single element of the sequence, it ceases to be a frame. However, not every frame is a Riesz basis: as is well known, a sequence $\{f_n, n \in \mathbb{Z}^+\} \subset \mathcal{H}$ is a Riesz basis if and only if it is the image of an orthonormal basis under a bounded invertible linear operator $U : \mathcal{H} \to \mathcal{H}$ ([1, 11]). Clearly for an orthonormal basis both frame bounds equal 1.

In [5] it is shown that adding a Bessel sequence with a small bound to a Riesz basis transforms the original basis into another Riesz basis. It is also shown how frame bounds for the new basis are obtained from frame bounds of the original basis. Given an arbitrary positive integer $m$, in the present paper we use these results to perturb the Haar function into a function $f^{(\varepsilon)} \in C^m(-\infty, \infty)$ with support in $[-\varepsilon, 1+\varepsilon]$ (thus having good time and frequency localization) that preserves the symmetry of the Haar wavelet and generates an affine Riesz basis in $L^2(-\infty, \infty)$. The lack of orthogonality precludes the use of the fast wavelet transform. On the other hand the functions $f^{(\varepsilon)}$ are given explicitly in terms of cardinal $B$-splines. Other wavelets do not have a closed form representation and have to be obtained recursively, using the cascade algorithm [4, 10]. Since frame bounds are given...
explicitly, the frame algorithm or other algorithms can be used to reconstruct a function from its wavelet coefficients ([4, 6]).

Let \( \mathbb{Z} \) denote the integers, \( \mathbb{R} \) the real numbers, and
\[
\phi_{j,k}(x) = a^{j/2} \phi(a^j x - bk),
\]
where \( a > 1 \) and \( b > 0 \). Our construction is based on a sequence of auxiliary propositions, some of which are of independent interest. We begin with:

**Lemma 1.** Let \( \phi \in L^2(\mathbb{R}) \). If
\[
\sum_{j,k \in \mathbb{Z}} |\langle \phi_{j,k}, \phi_{j',k'} \rangle| \leq B,
\]
for every \( j', k' \in \mathbb{Z} \), then \( \{\phi_{j,k}\}_{j,k \in \mathbb{Z}} \) is a Bessel sequence with bound \( B \).

**Proof.** From Schur’s lemma ([3, Lemma 5] or [11, p. 159]) we deduce that the operator generated by \( \{\langle \phi_{j,k}, \phi_{j',k'} \rangle, j, j', k, k' \in \mathbb{Z}\} \) is bounded in \( \ell^2(\mathbb{Z}^2) \), and the assertion follows from the discussion in [11, p. 159].

**Remark.** This lemma was implicitly used in the proof of [3, Lemma 9]. See also [7, Proposition 9.10].

The next result is a quantitative version of [2, Lemma 9], and its proof is based on the concept of \( \wedge \)-bounded mean variation introduced by Shi [8]:

Let \( \wedge := \{\lambda_k, k = 1, 2, \ldots \} \) be a nondecreasing sequence of positive numbers such that \( \sum \frac{1}{\lambda_n} = \infty \). For any locally integrable function \( f \) and a bounded interval \( I_j \) of length \( |I_j| \), define
\[
f_{I_j} := \frac{1}{|I_j|} \int_{I_j} f(t) dt,
\]
\[
\mu_{I_j}(f) := \frac{1}{|I_j|} \int_{I_j} |f(t) - f_{I_j}| dt.
\]

The function \( f \) is said to be of \( \wedge \)-bounded mean variation on an interval \( I \), and we write \( f \in \wedge BMV(I) \), if
\[
M_\wedge(f, I) = \sup \sum_{j=1}^\infty \frac{\mu_{I_j}(f)}{\lambda_j} < \infty,
\]
where the supremum is taken over all sequences of nonoverlapping subintervals \( I_j \) of \( I \).

Let \( BV(\mathbb{R}) \) denote the set of functions of bounded variation over \( \mathbb{R} \). We have:

**Lemma 2.** Assume that \( \phi \) satisfies the following conditions:

(a) \( \text{supp } \phi \subseteq [c, d] =: I \),
(b) \( \phi \in BV(\mathbb{R}) \),
(c) \( \int_{\mathbb{R}} \phi(t) dt = 0 \).

If \( V_\phi \) denotes the total variation of \( \phi \) on \( \mathbb{R} \), then \( \{\phi_{j,k}\}_{j,k \in \mathbb{Z}} \) is a Bessel sequence with Bessel bound
\[
M_\phi := \|\phi\|_\infty \left( \frac{\sqrt{a}}{\sqrt{b} - 1} \right) (d - c) \left( \{(d - c)b^{-1} + 1\}V_\phi + \frac{(a + 1)}{\sqrt{b}}b^{-1}\|\phi\|_\infty \right).
\]
Proof. Let $\theta_{j',k'} = \sum_{j,k \in \mathbb{Z}} |\langle \phi_{j,k}, \phi_{j',k'} \rangle|$. Then

$$\theta_{j',k'} = \sum_{j \geq j' \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} + \sum_{j < j' \in \mathbb{Z}} \sum = \Sigma_1 + \Sigma_2.$$  

If $I_{j,k} := \{x : a^j x - kb \in (c,d)\} = (a^{-j}(c + kb), a^{-j}(d + kb))$, $K(j, j', k') := \{k : I_{j,k} \cap I_{j',k'} \neq \emptyset\}$,

$$h_{j,j',k} := \frac{1}{|I_{j,j',k}|} \int_{I_{j,j',k}} \phi(x - kb)dx,$$

and

$$\mu_{I_{j,j',k}}(\phi_{0,k'}) := \frac{1}{|I_{j,j',k}|} \int_{I_{j,j',k}} |\phi_{0,k'}(x) - h_{j,j',k} dx|,$$

from [3, (3.13)] we conclude that

$$\Sigma_1 \leq \|\phi\|_\infty (d-c) \sum_{j-j' \geq 0} a^{-(j-j')/2} \sum_{k \in K(j-j',0,k')} \mu_{I_{j,j',k}}(\phi_{0,k'}).$$

As remarked in [3] (following (3.14)),

$$\sum_{k \in K(j-j',0,k')} \chi_{I_{j,j',k}}(x) \leq (d-c)b^{-1} + 1.$$  

Let $I_n$ be an arbitrary sequence of non-overlapping intervals in $[c,d]$ and for $n = 1, 2, \ldots$ let $\alpha_n = \inf_{x \in I_n} \phi(x)$ and $\beta_n = \sup_{x \in I_n} \phi(x)$. Then for every $\varepsilon > 0$, we can select two points $\gamma_n$ and $\delta_n$ in each interval $I_n$ so that

$$\phi(\gamma_n) \leq \alpha_n + \varepsilon 2^{-n-1}, \quad \phi(\delta_n) \geq \beta_n - \varepsilon 2^{-n-1}.$$  

Clearly

$$\mu_{I_n}(\phi) = \frac{1}{|I_n|} \int_{I_n} \phi(x) - \phi_{I_n} dx \leq \beta_n - \alpha_n.$$  

Hence by (3),

$$\sum_{k} \mu_{I_n}(\phi) \leq \sum_{n=1}^{\infty} |\phi(I'_n)| + \varepsilon \sum_{n=1}^{\infty} \frac{1}{2^n} \leq V_\phi + \varepsilon,$$

where $I'_n = [\gamma_n, \delta_n]$ and $\phi(I'_n) = \phi(\gamma_n) - \phi(\delta_n)$.

Since (4) holds for every $\varepsilon > 0$, we obtain

$$\sum \mu_{I_n}(\phi) \leq V_\phi,$$

implying that $\phi \in \Lambda BMV(c,d)$, and

$$M_\phi(\phi, I) \leq V_\phi,$$

with $\Lambda := \{\lambda_k : k = 1, 2, \ldots\}$ and $\lambda_k = 1$ for $k = 1, 2, \ldots$.

Thus (2), (6) and [3, Lemma 7] yield

$$\sum_{k \in K(j-j',0,k')} \mu_{I_{j,j',k}}(\phi_{0,k'}) \leq [(d-c)b^{-1} + 1]V_\phi,$$

and from (1) we conclude that

$$\Sigma_1 \leq \|\phi\|_\infty (d-c)\sqrt{\frac{a}{\sqrt{a-1}}}[(d-c)b^{-1} + 1]V_\phi.$$
From [3, (3.17)]
\[
\Sigma_2 \leq \|\phi\|_\infty^2 b^{-1}(a + 1)(d - c) \sum_{j < j'} a^{(j - j')/2} = \|\phi\|_\infty^2 b^{-1}(a + 1)(d - c) \left(\frac{1}{\sqrt{a} - 1}\right).
\]
(8)

Combining (7), (8) and Lemma 1, the conclusion follows.

The following lemma follows immediately as a corollary of Lemma 2.

Lemma 3. Let \( \phi(x) \) satisfy the hypotheses of Lemma 2, let \( \alpha, \beta \in \mathbb{R} \) and \( \rho(x) := \phi(ax + \beta) \). Then \( \{\rho_{j,k}\}_{j,k \in \mathbb{Z}} \) is a Bessel sequence with Bessel bound
\[
\|\phi\|_\infty \left(\frac{\sqrt{a}}{\sqrt{a} - 1} \right) \frac{(d - c)}{|\alpha|} \left(\frac{b^{-1}}{|\alpha|} + 1\right) \left|V_\phi + \frac{(a + 1)}{\sqrt{a}}b^{-1}\|\phi\|_\infty\right). \]

In the sequel, we assume that \( a = 2 \) and \( b = 1 \). From Lemma 2, we also readily obtain

Lemma 4. Let \( 0 < \varepsilon < \frac{1}{2} \), and let \( \psi^{(\varepsilon)}(t) := \chi_{[\frac{1}{2} - \varepsilon, \frac{1}{2}]}(t) - \chi_{[\frac{1}{2} + \varepsilon, 1]}(t) \). Then \( \{\psi^{(\varepsilon)}_{j,k}\}_{j,k \in \mathbb{Z}} \) is a Bessel sequence with bound
\[
\sqrt{2\varepsilon} \left(8\varepsilon + 4 + 3\sqrt{2}\right). \]

If \( N_m(x) \) denotes the \( m \)-th order cardinal B-spline ([2, 9]), and
\[
g(t) := \chi_{[0,m-1]}(t) \sum_{k=0}^{m-2} N_m(t - k), \]
(9)

then we have:

Lemma 5. Let \( m \geq 2 \). Then
(a) \( g \in C^{(m-2)}[0, m-1] \),
(b) \( g(0) = 0 \),
(c) \( g(m - 1) = 1 \),
(d) \( \frac{d^k}{dx^k} g(0) = \frac{d^k}{dx^k} g(m - 1) = 0, \ 1 \leq k \leq m - 2 \),
(e) \( \int_{\mathbb{R}} g(t) dt = \frac{m - 1}{2} \).

Proof. From, e.g., [2, Theorem 4.3] we know that
\[
N_m'(x) = N_{m-1}(x) - N_{m-1}(x - 1), \]
(10)

and
\[
supp N_m = [0, m], \]
(11)
whence (a) and (b) follow.

Since (11) implies that \( N_m(m - k - 1) = 0 \) for \( k < 0 \) or \( k > m - 2 \), (c) follows from the identity ([2, Theorem 4.3])
\[
\sum_{k \in \mathbb{Z}} N_m(x - k) = 1. \]
(12)

Applying (10) we have:
\[
g'(x) = \chi_{[0,m-1]}(x) \sum_{k=0}^{m-2} \left[N_{m-1}(x - k) - N_{m-1}(x - k - 1)\right]
\]
\[
= \chi_{[0,m-1]}(x) \left[N_{m-1}(x) - N_{m-1}(x - m + 1)\right], \]
and (d) follows from (11).
Finally, integrating by parts, and using (11), (10) and [2, (3.2.16)] we have:

\[
\sqrt{2\pi}g(x) = \int_0^{m-1} e^{-ixt} g(t) dt \\
= (i/x) g(t) e^{-ix t_0^{m-1}} - (i/x) \int_0^{m-1} e^{-ix} g'(t) dt \\
= (i/x)e^{(-m-1)x} g(m-1) \\
- (i/x) \int_0^{m-1} e^{-ix} [N_{m-1}(t) - N_{m-1}(t-m+1)] dt \\
= (i/x)e^{(-m-1)x} - (i/x) \int_0^{m-1} e^{-ix} N_{m-1}(t) dt \\
= (i/x)e^{(-m-1)x} - (\sqrt{2\pi i}/x) \hat{N}_{m-1}(x) \\
= (i/x)e^{(-m-1)x} - (i/x) e^{-(m-1)x} \left( \frac{\sin x/2}{x/2} \right)^{m-1} \\
= (i/x)e^{-(m-1)x} \left[ e^{-(m-1)x} - \left( \frac{\sin x/2}{x/2} \right)^{m-1} \right].
\]

Separating the expression in brackets into real and imaginary parts, passing to the limit and noting that $g(0) = \frac{1}{\sqrt{2\pi}} \int_0^{m-1} g(t) dt$ is real, we conclude that

$\sqrt{2\pi}g(0) = \frac{m-1}{2}$, i.e. $\int_{\mathcal{R}} g(t) dt = \frac{m-1}{2}$.

Lemma 6. Let $m \geq 2$ and

\[
q(t) := g(t-m+1) - \frac{1}{2} \sum_{k=0}^{m-2} N_m(t-k).
\]

Then

(a) $\text{supp } q \subseteq [0, 2m-2]$,
(b) $q \in C^{m-2}(-\infty, 2m-2)$,
(c) $q(0) = 0$,
(d) $q(2m-2) = 1$,
(e) \( \frac{d^k}{dx^k} q(0) = \frac{d^k}{dx^k} q(2m-2) = 0, \ 1 \leq k \leq m-2 \),
(f) $\int_{\mathcal{R}} q(t) dt = 0$,
(g) $q \in BV(\mathcal{R})$ with $V_q \leq 2(m-1)$,
(h) $\|q\|_{\infty} \leq 1$.

Proof. (a), (b), (c), (d) and (e) follow from (10), (11) and Lemma 5. To prove (f), note that

\[
\int_{\mathcal{R}} q(t) dt = \int_{\mathcal{R}} g(t-m+1) dt - \frac{1}{2} \sum_{k=0}^{m-2} \int_{\mathcal{R}} N_m(t-k) dt \\
= \frac{m-1}{2} - \frac{1}{2} \sum_{k=0}^{m-2} \int_{\mathcal{R}} N_m(t-k) dt \ (\text{by Lemma 5(e)}) \\
= \frac{m-1}{2} - \frac{m-1}{2} \ (\text{by [2, Theorem 4.3(i)])} \\
= 0.
\]
To prove (g), note that on $[0, m - 1]$, $g(t - m + 1) = 0$, which implies that $g'(t - m + 1) = 0$ for $0 \leq t \leq m - 1$. Hence,

$$q'(t) = -(1/2) \sum_{k=0}^{m-2} N'_m(t - k) = -(1/2)[N_{m-1}(t) - N_{m-1}(t - m + 1)].$$

Thus for $0 \leq t \leq m - 1$, $|q'(t)| \leq \frac{1}{2}$, which implies that $V_q[0, m - 1] \leq \frac{m-1}{2}$.

On $[m - 1, 2m - 2]$, we have

$$q'(t) = g'(t - m + 1) - \frac{1}{2} \sum_{k=0}^{m-2} N'_m(t - k)$$

$$= [N_{m-1}(t - m + 1) - N_{m-1}(t - 2m + 2)] + \frac{1}{2}[N_{m-1}(t - m + 1) - N_{m-1}(t)].$$

Thus, $(m - 1) \leq t \leq 2(m - 1)$ implies that $|q'(t)| \leq \frac{3}{2}$, and so $V_q[m - 1, 2m - 2] \leq \frac{3}{2}(m - 1)$. Hence,

$$V_q(R) = V_q[0, 2m - 2] \leq 2(m - 1).$$

Finally, to prove (h) note that for $t \in R$,

$$0 \leq g(t - m + 1) \leq 1 \text{ and } 0 \leq \frac{1}{2} \sum_{k=0}^{m-2} N_m(t - k) \leq \frac{1}{2},$$

implying that

$$|q(t)| = |g(t - m + 1) - \frac{1}{2} \sum_{k=0}^{m-2} N_m(t - k)| \leq 1,$$

and the assertion follows.

Let

$$p_1^{(e)}(x) := q\left(\frac{2m - 2}{\varepsilon}(x + \varepsilon)\right), \quad p_2^{(e)}(x) := q\left(\frac{2m - 2}{\varepsilon}(1 + \varepsilon - x)\right)$$

$$p_3^{(e)}(x) := q\left(\frac{2m - 2}{\varepsilon}\left(\frac{1}{2} - x\right)\right), \quad p_4^{(e)}(x) := q\left(\frac{2m - 2}{\varepsilon}\left(x - \frac{1}{2}\right)\right),$$

$$A^{(e)} := [-\varepsilon, 0) \cup \left(\frac{1}{2} - \varepsilon, \frac{1}{2} + \varepsilon\right) \cup (1, 1 + \varepsilon],$$

$$p^{(e)}(x) := p_1^{(e)}(x) - p_2^{(e)}(x) + p_3^{(e)}(x) - p_4^{(e)}(x) - \psi^{(e)}(x).$$

We have:

**Lemma 7.** Let $\varepsilon > 0$. Then

(a) $\text{supp } p^{(e)} \subseteq A^{(e)}$

(b) $p^{(e)} \in C^{m-2}(A^{(e)})$

(c) $p^{(e)}(-\varepsilon) = p^{(e)}((\frac{1}{2} - \varepsilon)^-) = p^{(e)}((\frac{1}{2} + \varepsilon)^+) = p^{(e)}(1 + \varepsilon) = 0$, $p^{(e)}(0^-) = 1$, $p^{(e)}(1^+) = -1$

(d) For $1 \leq k \leq m - 2$ we have

$$\frac{d^k}{dx^k} p^{(e)}(-\varepsilon) = \frac{d^k}{dx^k} p^{(e)}(0^-) = \frac{d^k}{dx^k} p^{(e)}((\frac{1}{2} - \varepsilon)^+) = \frac{d^k}{dx^k} p^{(e)}(\frac{1}{2})$$

$$= \frac{d^k}{dx^k} p^{(e)}((\frac{1}{2} + \varepsilon)^-) = \frac{d^k}{dx^k} p^{(e)}(1^+) = \frac{d^k}{dx^k} p^{(e)}(1 + \varepsilon) = 0,$$
(e) \( \{p_{j,k}^{(\varepsilon)}\}_{j,k \in \mathbb{Z}} \) is a Bessel sequence with bound

\[
4\left(\frac{\sqrt{2}\varepsilon}{\sqrt{2} - 1}\right)^2 ((\varepsilon + 1)(2m - 2) + \frac{3}{\sqrt{2}}) + \left(\frac{\sqrt{2}\varepsilon}{\sqrt{2} - 1}\right)^2 (8\varepsilon + 4 + 3\sqrt{2})^2.
\]

**Proof.** (a), (b), (c) and (d) follow from Lemma 6. By Lemmas 3 and 6, each of the functions \( p_i^{(\varepsilon)}(x) \), \( 1 \leq i \leq 4 \), generates a Bessel sequence with bound

\[
\frac{\sqrt{2}\varepsilon}{\sqrt{2} - 1}((\varepsilon + 1)(2m - 2) + 3\sqrt{2}).
\]

Applying Lemma 4 and Minkowski’s inequality, (e) follows. \( \square \)

**Theorem.** Let \( m \geq 2 \) be an integer and let \( \varepsilon > 0 \) be such that

\[
B := \left\{4\left(\frac{\sqrt{2}\varepsilon}{\sqrt{2} - 1}\right)^2 ((\varepsilon + 1)(2m - 2) + \frac{3}{\sqrt{2}}) + \left(\frac{\sqrt{2}\varepsilon}{\sqrt{2} - 1}\right)^2 (8\varepsilon + 4 + 3\sqrt{2})^2 \right\} < 1.
\]

Let \( h := \chi_{[0,1]} - \chi_{[\varepsilon, 1]} \) and \( f^{(\varepsilon)} := h + p^{(\varepsilon)} \). Then

(a) \( f^{(\varepsilon)} \in C^{m-2}(-\infty, \infty) \),

(b) \( \text{supp } f^{(\varepsilon)} \subseteq [-\varepsilon, 1+\varepsilon] \),

(c) \( \{f_{j,k}^{(\varepsilon)}\}_{j,k \in \mathbb{Z}} \) is a Riesz basis of \( L^2(\mathbb{R}) \) with frame bounds \( (1 - \sqrt{B})^2 \) and \( (1 + \sqrt{B})^2 \),

(d) If \( 0 < \delta < \infty \), then \( \|f^{(\varepsilon)} - h\|_{L^1(\mathbb{R})} \leq (1 + 2^\delta)^{1/\delta}(2\varepsilon)^{1/\delta} \).

**Proof.** (a) and (b) follow from Lemma 7. Since the Haar system \( \{h_{j,k}\}_{j,k \in \mathbb{Z}} \) is an orthogonal basis of \( L^2(\mathbb{R}) \) ([2, 4]), (c) follows from Lemma 7 and [5, Theorem 5]. To prove (d), note that \( f^{(\varepsilon)} - h = p^{(\varepsilon)} \). Since the functions \( p_i^{(\varepsilon)} \), \( 1 \leq i \leq 4 \), have disjoint support, Lemma 6 and the definition of \( p^{(\varepsilon)} \) imply that \( |p^{(\varepsilon)}(x)| \leq 1 \) on \([ -\varepsilon, 0] \cup [1, 1+\varepsilon] \), \( |p^{(\varepsilon)}(x)| \leq 2 \) on \([1/2 - \varepsilon, 1/2 + \varepsilon] \), and \( |p^{(\varepsilon)}(x)| = 0 \) elsewhere. \( \square \)
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